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Abstract—The Human shows a remarkable capability in 

localizing a sound source and navigating towards it. In the 

current context of robotic applications, machinery models have 

been developed, so that they can be used in sound source 

localization. But, it is not yet quantified the accuracy of human’s 

sound source localization in different frequencies and distances at 

the free field. Thus, the aim of this paper is to estimate the error 

of human’s sound source localization at different frequencies and 

distances on the horizontal plane and the paper presents the 

characteristics of ear by taking each individual’s localization 

ability into consideration. 

An experiment is conducted to investigate the individual 

ability to predict the sound incident direction. Ten samples of 
asian young adults from the age group of 20 - 30 years are taken 

into the experiment and their responses for localization cues are 

recorded. The experiment is also conducted for different sound 

source locations such as 1m, 2m and 3m and different sound 

source frequencies of 1 kHz and 5 kHz. The results show the 

individual responses for the direction prediction and they are 

unique from each individual to the other. The average percentage 

errors for direction prediction at 1 kHz frequency sound signal 
give 0.20, 0.93 and 5.20 for 1m, 2m and 3m distances respectively. 

Also, the average percentage errors for direction prediction at 5 

kHz frequency sound signal give 3.59, 1.68 and 0.52 for 1m, 2m 

and 3m distances respectively. 
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I. INTRODUCTION 

Among five sensations, human owes, the ear sensation 
plays a major role in localizing a sound source. At the same 
time, by following human ear sound source localization 
mechanism, several industrial applications such as mobile 
robot navigation, sound source tracking, automatic fall 
detection and underground explosions [1]-[2], have been 
invented and immensely being used in modern world. In the 
context of military, solders are in an essence of identifying 
different sound sources positioned in different azimuths and 
elevations in the free field. Hence, different hearing protection 
systems, in different configurations, have been tested to 
increase their sound source localization ability [3]. Thus, in 
order to develop sound source localization applications, it is 
very important to observe the characteristic of human auditory 
system including quantified measures [4]. 

In aforementioned machine related sound source 

localization industrial applications, there are two main 

 

methods, namely ITD and ILD, which have widely been 

applied in estimation of sound source localization cues. By 

associating those two concepts, few algorithms such as cross 

correlation [5]-[6], general cross correlation [5]-[6], maximum 

likelihood [5]-[6], adaptive least mean square filter [5]-[6] and 

Head Related Transfer function (HRTF) which is used 

Rayleigh's duplex theory [5]-[7] have been developed and 

even practiced nowadays. 

In biological point of view, the complex configuration of 

human ear is with a remarkable ability in determining the 

sound source direction and distance, so called sound 

localization cues, at near field [8] and far field [8] as well. 

Thus, it is important to identify how accurately and preciously, 

a human can localize a sound source [9]. Sound, in fact, 

creates pressure waves in transmission medium such as air, 

water and solid. Due to the vibration of transmission medium 

molecules, the sound propagates in omni directional paths as 

pressure waves. The incident acoustic waves to the ear from 

different angles pass through the outer ear, middle ear, inner 

ear and inner hair cells to the auditory cortex of the brain via 

the auditory nerves. As a result, human predicts the sound 

localization cues [7]. 

As medical experts guess, there are six mechanisms of 

which sound source localization takes place in human auditory 

system. They are Inter-aural Time (or phase) Difference 

(ITD), Inter-aural Intensity (or level) Difference (IID), the 

action of pinna, movement of head, the loudness of the direct 

sound from the sound source compared to the level of 

reverberation and the distance to the sound source [7]. Even 

though, the human owes a complex multifunctional signal 

processor, it can be noticed that the human is less accurate 

compared to computer processor based sound source 

localization systems. Thus, no references found yet to explain 

human sound source localization behavior at the brain. 

Hartmann at el [11], have addressed in their studies the 

humans’ ability of localizing a sound source in free field and 

in the closed room environments with or without the 

reverberation present [3]-[12]-[13]. But they have not 

quantified the error of predicted values of direction over those 

of actual values. The aim of this research is therefore to 

identify the error between actual values of the direction over 

the predicted values of it while the frequency dependency of 

the error is analyzed. 

 
 
 



The organization of the paper is as follows. Section II, 
machine’s sound localization algorithms are explained. 
Section III explains the experiments and the experimental 
results. Finally, the paper is concluded in Section IV. 

II. MACHINE’S SOUND LOCALIZATION ALGORITHMS  
The sound localization cues appear at the input signal 

receivers are in two major categories known as monaural and 
binaural cues [8]-[14]. The theory behind the estimation of 
HRTF is discussed under monaural cues, while five different 
ITD algorithms together with ILD algorithm are elaborated 
under binaural cues.  

 
Fig. 1. Typical Sound source localization coordinates  

In 2D and 3D sound source localization analysis, the 
coordinates, which is generally used, consist of horizontal 
plane, frontal plane and median plane as shown in Fig. 1 and 
those coordinates are herein referenced in giving the sound 
source orientation [8]-[9]. 

A. Monaural Cues 
These cues can be extracted from the received signal at one 

acoustic receiver and then HRTF is used in estimating the 
localization cues. HRTF measures the frequency response for 
different sound incident angles in the spatial location, with 
respect to the sound appeared at pinna. 

The processing algorithm for HRTF can be realized as 
follows. Let s(n) be the known stimulus signal presented at 
azimuth  and elevation . C(n) is the known Common 
Transfer Function (CTF) and d (n),  d (n) are the left and 
right ear  Directional Transfer Functions (DTFs) respectively. 
h  (n), h  (n) are the estimated left and right ear HRTFs. 
Thus, the equivalent expressions from frequency domain [10], 

 (k)D*C(k)*S(k)(k)H r,orlr,orl   
(1) 

Here, it is assumed that the C(n) is spatially invariant. 
Hence the right and left ear DTFs can be estimated as, 

 C(k)S(k)

(k)H
(k)D
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(2) 

 C(k)S(k)(k)D(k)D r,orlr,orl  
(3) 

 (k)]Dexp[j(k)D(k)D r,orlr,orlr,orl  
(4) 

From the phase information of the computed DTFs, ITD can 
be calculated, estimating the cross-correlation between d (n) 
and d (n) 

 n
r,l,ITD, +(n(n)ddmaxargn =

 
(5) 

B. Binaural Cues
    

 
Binaural cues are extracted from the received signals at both 

sound receivers and hence sound localization is done. There 
are two kinds of binaural cues known as Interaural Time 
Differences (ITD) and Interaural Level Differences (ILD) [8].  

1)   Interaural Time Difference (ITD): When the sound 
incidents at two receivers which are apart from each other, the 
time taken to reach sound signal to receivers results in a time 
difference called ITD. With reference to the ITD estimation, 
five well known algorithms so called cross-correlation, 
general cross-correlation, maximum likelihood, average 
square difference function and least mean square adaptive 
filter methods can be elaborated as follows,     

a) Cross-correlation (CC) method: The cross-
correlation function between two received signals r1(t) and 
r2(t) present at the two microphones is calculated and then 
located the maximum peak of the output response to estimate 
the time delay DCC. The additive noise at each microphone is 
identified as n1(t) and n2(t) [6]-[8]. 

 
Fig. 2. Cross-correlation processor 
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CC method gives the median error greater than 3.5 [15] 
 

b)    Generalized Cross-Correlation (GCC) Method: To 
sharpen the cross correlation peak, weighting function wP(f) is 
used. This eliminates spreading of the peak of correlation 
function and hence more accurate than cross correlation. This 
is also referred to as phase transform (PHAT) [1]. The Gr1r2(f) 
is the cross spectrum of  received signals [6] –[8].  



 
 

Fig. 3. Generalized cross-correlation processor 
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GCC gives the abs. error less than 0.20 for angle of arrival [1]. 
 

c) Maximum Likelihood  (ML) method: This is an 
enhanced method from GCC family and gives the maximum 
likelihood solution for ITD. The weighting function wML(f)  is 
chosen to improve the estimated delay DML by attenuating the 
signals fed into the correlator in spectral region where the 
Signal to Noise Ratio (SNR) is lowest [16]. 
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The maximum likelihood also achieved good results with 
absolute value of error less than 2.5 degrees [15]. 

 
d) Average Square Difference Function (ASDF) 

method: This method estimates the position of the minimum 
error square between the two received noisy signals r1(n) and 
r2(n). Then this position value is considered as the estimated 
time delay DASDF.  
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e) Least Mean Square (LMS) adaptive filter method: 
This is a Finite Impulse Response (FIR) filter which 
automatically adapts to its coefficient to minimize the mean 
square difference between its two inputs. It comprises of 
reference and desired signals r(n) and s(n) respectively. The 
LMS filter response is,  

 (n)X(n)Wy(n) T
 (16) 

Where T denotes the transpose and X(n) is the filter state 
consisting of most recent samples of r(n). The W(n) is the L-
vector of filter weights at instant n. The error output is, 

 (n)X(n)Ws(n)e(n) T
 (17) 

The weight vector is updated at every sample, 

 (n)*W(n)1)W(n  (18) 

Where * represents the complex conjugate and μ is the 
feedback coefficient. The algorithm adapts the FIR filter to 
insert a delay equal and opposite to the existing between the 
two signals; in an ideal situation, the filter weight 
corresponding to the true delay would be unity and all the 
other weights would be zero [5]-[17]. 

Information on the mutual delay signals can be integrated 
into a representation called Coherence Measure (CM) and 
associated to a function C(t, ).  

 )l,w(nl)C(n, 0  (19) 

Where w(n,l0) is the W(n) component for lag l0 
 

The time delay related to lease mean square adaptive filter 
can be estimated as 

 
N

1n
lLMS l)C(n,maxargD  (20) 

By using the algorithms explained, the time difference is 
calculated and by relating ITD to the human head related 
geometry as shown in Fig. 4, Fig. 5 and Fig. 6, sound source 
direction is estimated [17]. 

 
Fig. 4. Far field sound reception at both ears  

 
For frequencies below approximately 500 Hz,  

 sin(2a/c)  (21) 

For frequencies above approximately 2 kHz  

 sin(a/c)  (22) 

Where, c is the velocity of sound in air 



 

Fig. 5. Close sound source to head - direct path only to one ear  

r/2asin   

 
sin

2
1n

2
1nn

2
1cos

2
1n 2

 

(23)

 

 2n1
1arcsin

2a
rarcsinand

r
r/2an

 

 
Fig. 6. Close sound source to head - no direct path to either ear 

r/2asin  
 r.  (24) 

2) Interaural Intensity Difference (IID): The acoustic 
shadow effect is significant at higher frequencies and hence 
there exists an intensity difference between two recievers.  

 
Fig. 7. Acoustic shadow effect    

According to the inverse-square-law, the signal received by 
the microphone can be modeled as [18]. s(t) and d are  the 
sound signal and the distance to the sound source respectively. 

 

 s(t)/dx(t)  (25)
 

The energy received by the microphone can be obtained by 
integrating the square of the signal over this time interval,  
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Given two microphones, the above equation leads to a simple 
relationship between the energies and distances, 
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is a zero mean random 

variable if the variance of )(ti  is constant. 
 

However, if only binaural cues are used in sound source 
localization some ambiguities occur in estimating localization 
cues due to several points at the cone which cause the same 
time difference and level difference as Fig. 8 depicts. This is 
called cone of confusion. Thus, in estimating the spatial 
location at the elevation, monaural cues are used [8]. 

 
Fig. 8. Cone of confusion 

In this paper, the authors estimate the error percentage to 
observe the error of predicted values of direction. 

III. EXPERIMENTS AND RESULTS 
An experiment was conducted to investigate the humans’ 

ability in localizing a sound source. In this experiment, 15 
numbers of asian young adults in the age group of 20 to 30 
years were selected arbitrary and then sited at the centre of the 
experimental area as shown in Fig. 9. 1 kHz and 5 kHz 
frequency distinct sounds were played at the distances of 1m, 
2m and 3m in horizontal plane at 24 different unknown 
locations to the listener. The sound source was always played 
1m above the ground level. 

The predicted location of all participants was recorded and 
the actual values over predicted values of direction prediction 
with R2 value were plotted as Fig. 10 depicts. Then, 10 
numbers of samples were selected considering the R2 value of 
over 90% and 70% for 1 kHz and 5 kHz respectively.  
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Fig. 9. Experimentation setup 

 
Fig. 10. Sound incident direction predicted results for human  

      
                Participant 1                                          Participant 2 

      
                 Participant 3                                         Participant 4 

     
                 Participant 5                                         Participant 6 
Fig. 11. Sound arrival direction prediction results for 1 kHz sound  (1m, 2m &  

              3m distances in green, blue & red respectively) 

 

    
                Participant 1                                        Participant 2 

    
                 Participant 3                                        Participant 4  

    
                 Participant 5                                        Participant 6 
Fig. 12. Sound arrival direction prediction results for 5 kHz sound (1m, 2m &  

              3m distances in green, blue & red respectively) 

Fig. 11 and Fig. 12 are graphical representations of the 
responses associated with 6 participants out of 10 for 1 kHz 
and 5 kHz sound signals which are originated at 1m, 2m and 
3m distances (green, blue and red color respectively). It can be 
noticed that each individual has inherent ability to predict the 
direction. Some of them are capable of accurately predicting 
sound incident direction at lower frequencies than high 
frequencies and vice versa. In general, Fig. 11 and Fig. 12 
show that participants’ direction prediction results are more 
accurate at 1 kHz frequency than 5 kHz frequency.           

Fig. 13 and Fig. 14 depict the average percentage error for 
sound incident direction prediction responses of individuals 
for 1 kHz and 5 kHz frequency sound signals which are 
originated at 1m, 2m and 3m distances. Also, Table I tabulates 
the average percentage error for sound incident direction 
prediction responses of individuals for 1 kHz and 5 kHz 
frequency sound signals which are originated at 1m, 2m and 
3m distances. In general, the results show that participants are 
accurate in predicting the direction at 1m distance for 1 kHz 
frequency sound signal while 5 kHz sound signal shows the 
same at 3m distance. 
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X 

(2m, 450) 



 
Fig. 13. The average percentage error for direction prediction at 1 kHz sound  

              signal 

 
Fig. 14. The average percentage error for direction prediction at 5 kHz sound  

              signal 

TABLE I.  AVERAGE PERCENTAGE ERROR FOR DIRECTION PREDICTION 

Radius  (m) 1 kHz 5 kHz 

1 0.20 3.59 

2 0.93 1.68 

3 5.20 0.52 

IV. CONCLUSION 

This paper estimates the human’s average percentage error 
for direction prediction for the sound sources with 1 kHz and 5 
kHz frequencies. The sound signals are generated at 1m, 2m 
and 3m distances. With reference to the sound source 
localization algorithms developed for the machines, it can be 
noticed that the absolute error associated with machines in 
GCC method is less than 0.2 degrees. Whereas, the percentage 
errors calculated in the experiment shows that 1 kHz 
frequency sound signal, originated at 1m, 2m & 3m distance, 
has 0.20%, 0.93% and 5.20% errors respectively for direction 
prediction while 5 kHz frequency sound signal, originated at 
1m, 2m & 3m distance, has 3.59%, 1.68% and 0.52% error for 
direction prediction.  

It can further be noticed that the error related to 1 kHz 
frequency signal at 1m distance has the low error value while 
5 kHz frequency signal shows the same at 3m distance. Also, 
the results reflect each individual’s inherent ability in sound 
source localization. Some of them show that they accurately 
predict the direction at lower frequencies than higher 
frequencies and vice versa.  
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